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Abstract
Dialogue-based relation extraction (DiaRE)
aims to detect the structural information from
unstructured utterances in dialogues. Existing
relation extraction models may be unsatisfac-
tory under such a conversational setting, due to
the entangled logic and information sparsity is-
sues in utterances involving multiple speakers.
To this end, we introduce SOLS, a novel model
which can explicitly induce speaker-oriented
latent structures for better DiaRE. Specifically,
we learn latent structures to capture the rela-
tionships among tokens beyond the utterance
boundaries, alleviating the entangled logic is-
sue. During the learning process, our speaker-
specific regularization method progressively
highlights speaker-related key clues and erases
the irrelevant ones, alleviating the information
sparsity issue. Experiments on three public
datasets demonstrate the effectiveness of our
proposed approach.

1 Introduction

Relation extraction (RE) (Xu et al., 2015a,b; Peng
et al., 2017) aims to detect structured relational
information from unstructured texts. It has been
widely used in various natural language process-
ing (NLP) applications, such as knowledge graph
construction (Huang et al., 2019; Zhang et al.,
2021d), question answering (Xu et al., 2016; Zhu
et al., 2021), and so on. Early studies towards
this direction mainly focus on sentence-level RE
(Zeng et al., 2014) that extracts information within
a sentence. Recently, document-level RE (DRE)
(Christopoulou et al., 2019; Yao et al., 2019; Jain
et al., 2020) has drawn increasing attention as re-
lationships between entities are often expressed
across sentence boundaries.

Along the lines of DRE, a more interesting and
challenging setting is dialogue-based RE (DiaRE)
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S1: Jack. Could you come in here for a moment? Now!
S2: Found it.
S3: I’ll take that dad.
S1: It seems your daughter and Richard are something of an item.
S2: That’s impossible, he’s got a twinkie in the city.
S4: Dad, I’m the twinkie.
S2: You’re the twinkie?
S3: Yes, that is impossible
S5: She’s not a twinkie.

S2: Am I supposed to stand here and listen to this on my 
birthday?
S4: Dad, dad this is a good thing for me. Ya know, and you even 
said yourself, you’ve never seen Richard happier.

                   
         Argument pair                    Relation type
         (S3, S4)                                                   per: siblings

… ...

         (S4, twinkie)                                          per: alternate_names
         (S2, S4)                                          per: parents

… ...

Figure 1: An example adapted from the DialogRE
dataset (Yu et al., 2020). In total, there are 5 speakers in
the conversation covering different topics. S2, S3, and
S4 indicate the abbreviations of different speakers.

(Yu et al., 2020; Zhang et al., 2020c), which aims
to predict the relation between two arguments from
a dialogue involving multiple speakers. Figure 1
illustrates a conversation snippet with 5 participants
discussing several different topics. This instance
is selected from the DialogRE (Yu et al., 2020)
dataset collected from the scripts of the TV series
“Friends”. Here we give two examples from Figure
1 to demonstrate how the relations of entity pairs
can be detected in dialogues.

1) To infer the relation for the pair 〈S4,
twinkie〉, one needs to understand the utter-
ance “Dad, I’m the twinkie” to identify it
as per:alternate_names. Learning to predict
such a relation is challenging due to entangled
utterances such as “You’re the twinkie?” and
“She’s not a twinkie”, which may confuse a
model when identifying the key clues.

2) To infer the relation between Speaker 3 (S3)
and Speaker 4 (S4), we first need to identify
the fact that Speaker 2 (S2) is the father of
S3 from the utterance “I’ll take that dad” at
the beginning of the dialogue. Meanwhile,
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we need to recognize that S4 also calls S2
“Dad” from the utterance “Dad, dad, this is
. . . ”. Combining such scattered information
from each speaker, we can infer that the pair
〈S3, S4〉 forms a relation per: siblings.

From the above two cases, we observe that key to
the success of DiaRE is capturing speaker-related
information, which is also highlighted in the previ-
ous work DialogRE (Yu et al., 2020). Furthermore,
most of the entity pairs in DiaRE are composed of
one or two speakers: our statistics show that 89.9%
of argument pairs involve at least one speaker in
the DialogRE dataset. If we additionally consider
the entities with person (PER) type as speakers, the
above number can reach 99.9%. Although existing
DRE methods have achieved great success, directly
applying them to dialogues to detect such speaker-
related contexts may be unsatisfactory, due to two
underlying reasons listed as follows:

1) Conversations in DiaRE are often repetitive,
and there may also be speaker interruptions
(Sacks et al., 1978), leading to the entangled
logic issue among utterances as shown in the
first example, while a document in DRE is
more narrative with much clearer logic.

2) There are many repetitive colloquial expres-
sions such as “how are you?” and “yes” that
are less informative for classification, result-
ing in the information sparsity issue (Yu et al.,
2020) as shown in the second example.

Previous efforts have relied mainly on either
a static graph (Chen et al., 2020c) or a match-
ing mechanism (Zhang et al., 2020c) to aggre-
gate the information for the DiaRE task. How-
ever, these heuristic rules may suffer from the
above two issues under a dialogue setting, and may
be unsatisfactory in handling the complex interac-
tions among speakers and contexts. The recently
proposed model GDPNet (Xue et al., 2021) im-
proves rule-based methods by building multi-view
latent graphs. However, the speaker-related con-
text, which plays a crucial role for DiaRE, is not
explicitly considered. Although pre-trained models
have demonstrated effectiveness on RE tasks (Joshi
et al., 2020; Wang et al., 2020), we will empirically
show that these BERT-based models may still have
limitations in capturing speaker-related contexts
or addressing the two issues of DiaRE mentioned
above.

For DiaRE, how to design a model that can ef-
fectively identify speaker-related context remains
an open research problem. Inspired by Graph-
Mask (Schlichtkrull et al., 2021) that learns to
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Figure 2: The architecture of our model.

drop the unnecessary edges of a graph for model
interpretation, we propose a novel method that
explicitly induces Speaker-Oriented Latent Struc-
tures (SOLS) for better DiaRE. Experiments on
three public datasets show the effectiveness of our
SOLS approach. Our code and supplementary ma-
terial are available at https://github.com/
frankdarkluo/SOLS.

The main contributions of this paper are:
• We propose a novel structure induction

method to generate a latent graph for each
argument (speaker) in dialogues, alleviating
the entangled logic issue of DiaRE.
• We further introduce a novel speaker-oriented

regularization method that explicitly high-
lights speaker-related salient contexts while
discarding irrelevant ones, effectively address-
ing the information sparsity issue.
• We conduct quantitative and qualitative ex-

periments on several public datasets to show
the effectiveness of our approach, demonstrat-
ing the importance of capturing the speaker-
related information in dialogues.

2 Model

2.1 Overview

Figure 2 shows the high-level overview of our
model, which aims to obtain better DiaRE by ex-
ploring speaker-oriented latent structures. Our pro-
posed model has four modules:

1) The dialogue encoder takes a dialogue as input
and outputs contextualized representations.

2) The contextualized representations will be fed
to our SOLS inducer to automatically generate
two speaker-oriented latent structures with a
novel regularization Ls, aiming to mitigate
the entangled logic and data sparsity issues.
This is the core of our method.

3) The latent structures are then fed to SOLS en-
coder, which is a graph convolution network
(GCN) (Kipf and Welling, 2017) for informa-
tion aggregation.

https://github.com/frankdarkluo/SOLS
https://github.com/frankdarkluo/SOLS
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Figure 3: Our sampler, which learns a continuous gate
Gij for the representations of the i-th and j-th tokens.
Such a gate is close to 0 or 1, representing the latent
dependencies between two tokens in dialogues.

4) Finally, the classifier makes predictions.
Next, we detail how each module works.

2.2 Dialogue Encoder

We denote a dialogue as d = [x1, . . . , xn] with n
tokens and m utterances [U1, . . . , Um], where xi
is the i-th token and Uj is the j-th utterance in
the dialogue. We treat d as a long sequence (n
tokens) and feed it to a dialogue encoder, such as
BiLSTM (Schuster and Paliwal, 1997), or a pre-
trained BERT-based model (Devlin et al., 2019), to
generate the contextualized representations H =
[h1, ...,hn], where hi ∈ Rd is the contextualized
representation of the i-th token with a dimension
of d. Next we show how the latent structures can
be induced based on the above representations.

2.3 SOLS Inducer

The intuition of SOLS is to learn a latent dialogue
structure that is able to find out the speaker-related
contexts, while ignoring the ones that are not or
less relevant. Unlike previous studies that use the
structured attention (Liu and Lapata, 2018; Ison-
uma et al., 2019; Nan et al., 2020) or Gaussian
graph generator (Xue et al., 2021) to construct la-
tent graphs, we employ the discrete-continuous dis-
tribution (Louizos et al., 2018) to explicitly learn
speaker-oriented dialogue structures by sampling
edge scores close to 0 or 1. We therefore regard a
edge score in the graph as a “gate” and the score
near 1 or 0 indicate turning on or off the connection
between two tokens, respectively. Intuitively, the
score value close to 1 indicates a strong relation-
ship between two tokens and otherwise. We denote
Gij ∈ R as the “gate” for the i-th and j-th tokens,
and it can be computed by:

Gij = Tθ(hi,hj) (1)

where Tθ : Rd×Rd → R is the gate sampler param-
eterized by θ, and hi and hj are the contextualized
representations of the i-th and j-th token. Next
we detail how our proposed sampler generates the
“gate” Gij .

SOLS Inducer

SOLS Encoder GCN

      Rep       Rep

Sampler Sampler

Other Token Rep

Figure 4: The proposed SOLS inducer and encoder.
The inducer computes the dependency score between
each two nodes in the dialogue. These learnable scores
form two different latent graphs Ga and Gb for Speaker
a and Speaker b, respectively. The two graphs will be
fed into the SOLS encoder for information aggregation.

2.3.1 Sampling a Gate Gij
As shown in Figure 3, our sampler consists of four
modules including MLP module, distribution gen-
erator, stretcher & rectifier, and gate generator.

1) MLP: For each i-j token pair, the MLP mod-
ule takes their representations as input, and per-
forms a non-linear transformation Rd × Rd → R,
and outputs the scalar value zij ∈ R as:

zij = MLP([hi;hj ]) (2)

The above scalar zij is then regarded as a “learn-
able parameter”, which will be used in the next
component.

2) Distribution Generator: The distribution
generator constructs a Binary Concrete (BC)
distribution (Maddison et al., 2017) X ∼
BinaryConcrete(zij , τ ), using the learnable
parameter zij outputted by the MLP module in
Equation (2) and a fixed parameter τ . The BC distri-
bution is composed of continuous discrete random
variables based on the Gumbel-Max trick (Maddi-
son, 2016). We use zij to control the probability
mass skewing the BC distribution towards 0 or to-
wards 1, in case of negative and positive locations
respectively. Sampling values from such a distri-
bution is analogous to generating a “gate” that can
turn on or off the connection between two tokens.

3) Stretcher & Rectifier: As the BC random
variables, which are generated in the previous step,

YYB
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are defined over the open interval (0, 1), the values
0 and 1 are unable to be sampled. Therefore, we
further rely on the Hard Concrete (HC) distribu-
tion (Louizos et al., 2018) to extend the sampling
from the open interval to the closed interval [0, 1],
by stretching and then rectifying the BC distribu-
tion using two parameters (α, β). For more details,
interested readers are encouraged to read the Equa-
tion (10) and Equation (11) in Section 2.2 of the
work Louizos et al. (2018). Specifically, HC dis-
tribution collapses the probability mass over the
interval (α, 0] to 0, and the mass over the inter-
val [1, β) to 1, allowing the model to “highlight”
the key context with a score close to 1 and “erase”
some irrelevant ones with score close to 0.

4) Gate Generator: Finally, we sample a score
Gij for the i-th and j-th token from an HC distribu-
tion with the learnable parameter zij and the fixed
parameter τ on the closed interval [0, 1]:

sij = σ((logµ− log(1− µ) + zij)/τ)

Gij = min(1,max(0, sij × (α− β) + α))
(3)

where σ is the sigmoid function and µ ∼ U(0, 1)
is sampled from a uniform distribution. By doing
so, the latent dependencies between each pair of
tokens in a dialogue can be learned with the above
procedure.

2.3.2 Inducing Speaker-Oriented Structures
1) Latent Structure: Following the above proce-
dure, we sample a gate for each pair of nodes in the
dialogue d to construct a graph G ∈ Rn×n. For a
target relation, we generate two different graphs for
each argument (speaker). Intuitively, each graph
will place emphasis on its speaker-specific latent
dependencies among tokens beyond the utterance
boundaries. As such, the entangled logic issue,
which is one of the main challenges of DiaRE high-
lighted at the beginning, could be properly alle-
viated with the latent relationships learned from
the data. Figure 4 shows how we generate two
structures Ga ∈ Rn×n and Gb ∈ Rn×n respectively
for two speakers Sa and Sb, which are two argu-
ments of the relation 〈Sa, Sb〉. The two graphs are
expressed as follows:

Ga :=
{
{T aω (hi,hj)}; i, j ∈ [1, n]

}
(4)

Gb :=
{
{T bψ (hi,hj)}; i, j ∈ [1, n]

}
(5)

where T aω and T bψ refer to two samplers for Sa and
Sb, parameterized by ω and ψ, respectively. For the
argument pairs that involve non-speaker entities,

we use the same sampling mechanism to generate
latent graphs, as predicting relations for these pairs
may similarly also have the entangled logic issues.

2) Controlled Sparsity: We have induced two
latent graphs for two speakers Sa and Sb, which
can be used as the adjacency matrix of GCNs for in-
formation aggregation. However, directly feeding
the two graphs to GCNs may introduce noise for
relation classification, as many of the contexts in
dialogues could be irrelevant to the relation classifi-
cation task. To alleviate this issue, we minimize the
number of context tokens to be selected by intro-
ducing a regularization lossLs during the induction
of Ga and Gb to highlight the key clues, while drop-
ping irrelevant connections. Ls can be considered
as a controlled sparsity mechanism which mini-
mizes the number of non-zeros predicted in the two
graphs in a fully differentiable manner. We define
Ls as:

Ls = 1(Ga) + 1(Gb) (6)

where 1(.) is the indicator function that returns 1
if the input is non-zero. We use Gaai ∈ Ga to denote
the dependency score for Sa and the i-th node in
the graph Ga, and this gate can be expressed as:

Gaai = T aθ (hi,ha), i ∈ [1, n] (7)

Similarly, the gate Gbbi ∈ Gb represents the de-
pendency score for Sb and the i-th node in the graph
Gb, and it can be expressed as:

Gbbi = T bθ (hi,hb), i ∈ [1, n] (8)

Equipped with Ls in Equation (6), we are able to
encourage the model to select the minimal number
of key context with gates close to 1, and erase those
with gates close to 0 during the induction of Ga and
Gb. Hence the information sparsity issue could be
properly alleviated.

2.4 SOLS Encoder
Given two adjacency matrices Ga and Gb, we em-
ploy GCN as a graph encoder for information ag-
gregation. The convolution computation for the
i-th node at the l-th layer takes the representation
ĥl−1
i ∈ Rd from the previous layer as an input and

outputs the updated representation ĥli ∈ Rd:

ĥli = σ

 n∑
j=1

GijWlĥl−1
i + bl

 (9)

where Wl and bl are the weight matrix and bias
vector of the l-th layer respectively. Here ĥ0

i ∈ Rd



indicates the initial contextual representation hi
of the i-th node. We use the same GCN for two
speakers, and obtain the updated contextualized
dialogue representations Ĥa ∈ Rn×d and Ĥb ∈
Rn×d after aggregation.

Ĥ
a
= GCN(H,Ga), Ĥ

b
= GCN(H,Gb)

(10)

2.5 Classifier and Loss Function
Finally, we use an MLP module as the classifier to
predict the relation ra,b for the target argument pair
〈Sa, Sb〉:

ra,b = MLP([ĥa; ĥb]) (11)

where ĥa ∈ Rd and ĥb ∈ Rd are the representa-
tions of the two speakers, generated by maxpooling
over corresponding mention representations in Ĥa

and Ĥb. The overall loss L can be computed by:

L = Lce + λLs (12)

where Lce is the cross-entropy loss between the
classification results and ground truth labels, and λ
is the weight of speaker-related regularization.

3 Experiments

3.1 Datasets and Settings
We conduct experiments on three DiaRE datasets:
(1) DialogRE English version (DialogRE-EN; Yu
et al. 2020), the first human-annotated dialogue-
level RE dataset from the famous American com-
edy “Friends”; (2) DialogRE Chinese version
(DialogRE-CN; Yu et al. 2020), which is trans-
lated from DialogRE-EN; and (3) Medical Infor-
mation Extractor (MIE; Zhang et al. 2020c), which
involves doctor-patient dialogues collected from a
Chinese medical consultation website. The statis-
tics of three datasets are summarized in Table 1.
We use the same data splits as the previous studies
on existing three datasets. We leverage the Adam
optimizer with learning rate 0.0001. The hidden
size of the BiLSTM and GCNs are set as 200, and
the number of layers of GCNs is configured as
1. The weight λ is set as 0.01. We refer to the
previous work (Schlichtkrull et al., 2021) to fine-
tune the Hard Concrete parameters, such as τ , α
and β, which are set as 0.2, −0.2 and 1.2, respec-
tively. The 300-dimensional GloVe (Pennington
et al., 2014) is used to initialize the word embed-
dings for LSTM-based models2.

2Details can be found in the supplementary material.

Dataset Train Dev Test Types

DialogRE-EN (Yu et al., 2020) 1,073 358 357 36
DiloagRE-CN (Yu et al., 2020) 1,073 358 357 36
MIE (Zhang et al., 2020c) 0,800 160 160 4

Table 1: Statistics of the three DiaRE datasets that are
used in our experiments. We adapt the MIE dataset to
our model following the setting of DialogRE.

3.2 Baselines

We compare our proposed SOLS method with vari-
ous baselines, which are outlined as follows.
Sequence-based Models include some conven-
tional neural networks such as CNN (Lawrence
et al., 1997), LSTM (Schuster and Paliwal, 1997),
and BiLSTM (Graves and Schmidhuber, 2005).
Rule-based Graph Models include C-GCN
(Zhang et al., 2018) that constructs a graph with
a pruned dependency tree, GCNN (Sahu et al.,
2019) that relies on co-reference links to con-
struct a document-level graph, EoG (Christopoulou
et al., 2019) that uses pre-defined rules to build a
document-level biomedical RE, and DHGAT (Chen
et al., 2020c) that constructs a dialogue graph with
a static rule and self-defined graph nodes.
Latent Graph Models involve AGGCN (Guo
et al., 2019) that uses multi-head attention to build a
graph, LSR (Nan et al., 2020) that employs Matrix-
Tree Theorem (Koo et al., 2007) to generate and
refine a document-level latent graph, and GDPNet
(Xue et al., 2021) that uses Gaussian Graph Gener-
ator to build a multi-view latent graph.
BERT-based Models involve two popular pre-
trained models BERT (base) (Devlin et al., 2019),
RoBERTa (base) (Liu et al., 2019), as well as
BERTs (Yu et al., 2020) under a conversational
setting. We also compare the performance with
SpanBERT (Joshi et al., 2020), which is a state-
of-the-art pre-trained model for sentence-level RE.
For the MIE dataset, we compare our model with
previous attention-based MIE-Multi (Zhang et al.,
2020c) method on BERT and RoBERTa.

3.3 Main Results

Table 2 summarizes the results on DialogRE-EN
and DialogRE-CN datasets in terms of F1 and F1c
scores. Here F1c is originally introduced by Dialo-
gRE (Yu et al., 2020), which considers the turns of
dialogues when computing the F1. Comparisons
and discussions are given as follows.

Comparisons with sequence-based models:
We observe that the proposed SOLS method signif-
icantly outperforms baseline models CNN, LSTM



Type Model
DialogRE-EN DialogRE-CN

Dev Test Dev Test
F1∗ F1c∗ F1∗ F1c∗ F1 F1c F1 F1c

Sequential
CNN (Lawrence et al., 1997) 46.1∗ 43.7∗ 48.0∗ 45.0∗ 42.9∗ 40.8∗ 43.6∗ 41.7∗

LSTM (Schuster and Paliwal, 1997) 46.7∗ 44.2∗ 47.4∗ 44.9∗ 43.3∗ 41.2∗ 43.9∗ 42.0∗

BiLSTM (Graves and Schmidhuber, 2005) 48.1∗ 44.3∗ 48.6∗ 45.0∗ 44.4∗ 41.7∗ 44.8∗ 42.3∗

Rule-based

C-GCN (Zhang et al., 2018) 45.8∗ 40.1∗ 44.3∗ 40.3∗ 40.2∗ 39.3∗ 40.5∗ 39.7∗

GCNN(Sahu et al., 2019) 47.3∗ 44.2∗ 48.2∗ 45.1∗ 44.1∗ 41.5∗ 44.3∗ 42.1∗

EoG(Christopoulou et al., 2019) 50.2∗ 47.3∗ 50.6∗ 46.7∗ 48.1∗ 45.9∗ 46.6∗ 44.3∗

DHGAT (BiLSTM) (Chen et al., 2020c) 57.7∗ 52.7∗ 56.1∗ 50.7∗ 55.8∗ 53.6∗ 54.6∗ 52.7∗

Latent

AGGCN (Guo et al., 2019) 46.6∗ 40.5∗ 46.2∗ 39.5∗ 42.0∗ 39.8∗ 42.7∗ 39.4∗

LSR (BiLSTM) (Nan et al., 2020) 52.8∗ 51.3∗ 51.9∗ 51.1∗ 54.9∗ 52.7∗ 55.7∗ 53.4∗

GDPNet (BiLSTM) (Xue et al., 2021) 53.4∗ 51.5∗ 52.7∗ 50.9∗ 56.1∗ 53.1∗ 54.8∗ 52.5∗

Ours (BiLSTM) 59.6∗ 54.0∗ 57.8∗ 52.1∗ 59.0∗ 55.3∗ 56.9∗ 54.6∗

BERT

BERT (Devlin et al., 2019) 60.6∗ 55.4∗ 58.5∗ 53.2∗ 63.7∗ 59.5∗ 63.2∗ 58.4∗

BERTs (Yu et al., 2020) 63.0∗ 57.3∗ 61.2∗ 55.4∗ 65.5∗ 61.0∗ 63.5∗ 58.7∗

RoBERTa (Liu et al., 2019) 65.2∗ 61.4∗ 62.8∗ 58.8∗ 64.0∗ 59.8∗ 62.7∗ 58.9∗

SpanBERT (Joshi et al., 2020) 64.6∗ 58.8∗ 61.8∗ 55.8∗ – – – –
DHGAT (Chen et al., 2020c) 60.2∗ 57.1∗ 59.9∗ 55.8∗ 61.2∗ 57.6∗ 61.4∗ 58.1∗

LSR (Nan et al., 2020) 62.8∗ 58.7∗ 61.4∗ 56.2∗ 64.0∗ 59.4∗ 63.1∗ 58.1∗

GDPNet (Xue et al., 2021) 67.1∗ 61.5∗ 64.9∗ 60.1∗ 64.1∗ 60.4∗ 62.8∗ 59.8∗

Ours (BERT) 69.6∗ 62.6∗ 68.1∗ 61.4∗ 66.7∗ 61.6∗ 65.4∗ 60.6∗

Table 2: Main results on DialogRE-EN and DialogRE-CN datasets. The results with ∗ are directly taken from
DialogRE (Yu et al., 2020), DHGAT (Chen et al., 2020c), or GDPNet (Xue et al., 2021). All other results are
produced by us based on their open implementations as there are no previous results for these settings.

Model P R F1

BERT (Devlin et al., 2019) 69.9 72.6 71.2
MIE-Multi (BERT) (Zhang et al., 2020c) 72.1 70.8 71.4
Ours (BERT) 74.2 72.1 73.1

RoBERTa (Liu et al., 2019) 70.6 70.9 70.7
MIE-Multi (RoBERTa) (Zhang et al., 2020c) 71.7 70.5 71.1
Ours (RoBERTa) 72.6 71.9 72.2

Table 3: Comparisons on the MIE dataset.

and BiLSTM by more than 9 points in terms of F1
and F1c on the development set of both datasets.
Under the same BiLSTM encoder, SOLS achieves
7.1 and 12.5 points’ improvement on the test set of
both datasets in terms of F1c, indicating the superi-
ority of our model for DiaRE. The lower results on
these baselines are probably due to the entangled
logic and sparse information in dialogues, which
makes it is difficult for sequential models to effec-
tively encode the salient context.

Comparisons with rule-based models: Com-
pared with the rule-based baselines, our model with
BiLSTM encoder consistently performs better on
both datasets, giving more than 5 points improve-
ment over C-GCN, GCNN and EoG in terms of
F1c. SOLS also outperforms a recent strong base-
line DHGAT that builds an attention graph with
a fixed aggregation path. The results show the
capabilities of our model in learning more accu-
rate relations between speakers and tokens in a
multi-party dialogue. The “gates” learned by our
model can dynamically turn on or off the connec-
tions between speakers and tokens with the mass

of the value close to 0 or 1, whereas the above rule-
based baselines use the pre-defined graph with prior
knowledge, and hence are not flexible enough to
handle the dialogue instances during the learning.

Comparisons with latent graph models: Com-
pared with the latent graph baselines including AG-
GCN, LSR and GDPNet under the same BiLSTM
encoder, our SOLS method is still able to yield the
best performance, giving significant improvement
on the two datasets, for example, 2.1 points im-
provement in terms of F1 against GDPNet on the
test set of DialogRE-EN dataset. The comparisons
confirm the effectiveness of our speaker-oriented
latent structures in capturing the important clues for
the dialogue-based relation extraction. Although
the recent strong baseline GDPNet also induces
a multi-view graph to capture various possible re-
lationships among tokens, ignoring the modeling
of speaker-oriented structures leads to much lower
performance than our SOLS method.

Comparisons with BERT-based models: Our
model consistently performs the best among all
the BERT-based baselines on DialogRE-EN and
DialogRE-CN datasets. Equipped with our SOLS
method, we can improve BERT, BERTs, and
DHGAT by 8.2, 6.0, and 5.6 points respectively
in terms of F1c on the DialogRE-EN test set.
Compared with SpanBERT, the state-of-the-art RE
pre-trained model, we can still obtain much bet-
ter scores. On the Chinese dataset DialogRE-CN,
our model outperforms BERT-base and GDPNet
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Figure 5: Discussions on the DialogRE-EN (dev set).

by 2.2 and 2.6 points respectively in terms of F1
score. Note that the comparisons against Span-
BERT on DialogRE-CN are not reported, since
the pre-trained model is not available. The above
results suggest that inducing speaker-oriented la-
tent structures on a BERT-based model can further
boost the performance, confirming our claim at the
beginning that BERT-based models still have space
for improvement for DiaRE. On the MIE dataset,
Table 3 shows that SOLS obtains the best results
under the same BERT-based encoders, further jus-
tifying the effectiveness of our latent structures.

3.4 Discussion

In this section, we discuss a few questions to bet-
ter understand the latent structures learned by our
proposed SOLS method.

Does the speaker-oriented learning paradigm
matter? To answer this question, we introduce
three new baselines that explicitly encourage the
model to capture speaker-related contexts, includ-
ing the variant SS of SOLS that highlights the con-
nections among speakers generation of the gates,
SS-SC that encourages the connections among
speakers and the connections between speakers
and tokens during graph generation, and S2S that
encourages the connection between two speakers,
and the tokens that appear in the text between them.
Figure 5 (a) shows the comparison results on the
development set of DialogRE-EN with the BiL-
STM encoder. We observe that SS and S2S achieve
53.0 and 52.4 F1c and they perform better than
AGGCN and LSR. The results suggest that intro-
ducing speaker-related constraint during structure
induction will bring a performance gain.
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Figure 6: Discussions on the DialogRE-EN (dev set).

Can we improve existing latent graph models
with SOLS? To answer this question, we con-
struct multi-view latent graphs by combing the
latent structures induced by SOLS and some ex-
isting models, including AGGCN, LSR, and GDP-
Net. We name these new baselines as AGGCN-Dia,
LSR-Dia, and GDPNet-Dia, each of which com-
bines our latent graph to form a multi-view graph
for information aggregation. Figure 5 (b) demon-
strates comparisons between our model and these
baselines on the development set of DialogRE-EN.
In terms of F1c, we observe that AGGCN-Dia and
LSR-Dia obtain some improvements, indicating
that our proposed method is able to further improve
existing latent models by capturing dependencies
between speakers and contexts. It is interesting
to observe that GDPNet-Dia has the inferior per-
formance than SOLS. This is probably due to too
high complexity of combining two latent graphs
in GDPNet and SOLS. We leave this interesting
observation as our future research.

Can we highlight the key clues for extraction
with existing sparsity methods? To answer this
question, we leverage three sparsity techniques
to output the sparse graph — GumbelSoftmax
(Maddison, 2016), Concrete distribution (Maddi-
son et al., 2017), and SparseMax (Martins and As-
tudillo, 2016). We use GDPNet to generate the
adjacency matrix and then update the graph using
GumbelSoftmax and SpareMax. We simply re-
place the Hard Concrete distribution in SOLS with
the Concrete distribution3. Figure 6 (a) shows that
our model consistently performs better than these
baselines on the development set of DialogRE-EN,
showing the superiority of the sampling method

3Parameters can be found in the supplementary material.



S1: Jack. Could you come in here for a moment? Now!
S2: Found it.
S3: I’ll take that dad.
S1: It seems your daughter and Richard are ...
S4: Al-alright, l-look you guys, this is the best relationship... 
S5: Really?
S4: Yes.
S2: Am I supposed to...listen to this on my birthday?
S4: Dad, dad this is a good thing for me...                    
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Figure 7: Case study on DialogRE-EN. The darker color means the higher score. Figure (a) shows the “gates”
between Speaker 3 (S3) and the other tokens in the dialogue, and (b) shows the ones for Speaker 4 (S4). Figure (c)
and (d) demonstrate the attention weights between S3 and the other tokens in the corresponding latent graphs.

Model F1 F1c

Full model 59.6 54.0
- SOLS 48.1 44.4
- Speaker-related regularization Ls 54.6 52.3
- Graph Ga 54.3 51.0
- Graph Gb 56.1 52.7
- Gate 55.7 52.0
- Stretcher&Rectifier 56.0 52.4

Table 4: Ablation study on DialogRE-EN (deve set)
with the BiLSTM encoder.

used in our SOLS method.

How robust is SOLS? Robustness is the key to
the practical deployment of neural networks. To an-
swer this question, we generate two noised datasets
based on perturbations used in the previous work
CLARE (Li et al., 2020) and TextAttack (Lütke-
bohle, 2021). The former substitutes a token with
an alternative one based on RoBERTa, and the later
randomly inserts some words in utterances4. We
trained our method, LSR, and GDPNet on the clean
DialogRE-EN training dataset, and then evaluate
them on noised dev set. We add suffix “Noise1” or
“Noise2” to indicate different perturbations, such
as “SOLS-Noise1”. Under the same setting, Fig-
ure 6 (b) shows that our SOLS method can yield
more robust results compared with the two base-
lines, suggesting that the latent structures learned
by our model can better resist perturbations.

3.5 Ablation Study

We conduct an ablation study on DialgRE-EN with
the BERT encoder to evaluate the contribution of
each component of our model. Table 4 reports the
results. The removal of SOLS will lead to 11.5 and

4Details can be found in the supplementary material.

9.6 points performance drops in terms of F1 and
F1c, respectively, quantitatively showing the gains
obtained by our model over BiLSTM. Removing
Ls decreases the F1 and F1c by 5.0 and 1.7 points,
indicating that speaker-related regularization plays
an important role for DiaRE. We also observe that
removal of one latent structure lead to more than
3.5 F1 points performance drop on F1, suggest-
ing that both speaker-oriented latent graphs con-
tribute to the overall performance. The comparison
also validates our hypothesis that each graph cap-
tures the salient context relevant to the correspond-
ing speaker for relation classification. We observe
that directly generating Gij without three compo-
nents including BC Generator, Stretcher&Rectifier
and Gate Generator will decrease the scores by 3.9
points on F1. Bypassing the Stretcher&Rectifier
module also leads to 3.6 points’ drop. These results
confirm the effectiveness of our proposed sampler.

3.6 Case Study

Figure 7 gives some qualitative analysis to see why
our proposed model can better capture the speaker-
related information for DiaRE. We visualize the
latent graphs induced by SOLS, LSR and GDP-
Net using an instance selected from DialogRE-EN
dataset with BERT encoder5. In this case, we aim
to infer the relation between Speaker 3 (S3) and
Speaker 4 (S4), which is indicated as per:siblings.
As shown in Figure 7, the two latent graphs (a)
and (b) induced for S3 and S4 are able to capture
the key clues such as Dad with “gates” scores that
are very close to 1, and thus the model can easily
infer the relation of the two speakers by combining
two latent graphs. However, LSR (c) and GDPNet

5Whole dialogue is attached in the supplementary material.



(d) tend to yield more balanced attention between
S3 and other tokens in the dialogue. Thus more
irrelevant contexts will be selected for information
aggregation, such as the tokens “Really" and “Yes",
leading to additional noise for relation classifica-
tion.

4 Related Work

4.1 Relation Extraction

There have been many studies on sentence-level RE
to detect relation facts in a given sentence (Zhou
et al., 2020; Nguyen and Grishman, 2018; Song
et al., 2018; Zhang et al., 2018; Lin et al., 2019;
Wu and He, 2019; Guo et al., 2019; Jin et al., 2020;
Zhang et al., 2020a; Guo et al., 2020; Zhang et al.,
2020b; Qu et al., 2020; Zheng et al., 2021; Ye et al.,
2021; Nan et al., 2021b), and document-level RE
(Verga et al., 2018; Christopoulou et al., 2019; Yao
et al., 2019; Jia et al., 2019; Jain et al., 2020; Xu
et al., 2021b; Zhou et al., 2021; Wang et al., 2020;
Zhang et al., 2021c) that try to detect structured
knowledge from entire document. Compared to
document-level RE, Dialogue-based relation ex-
traction is more challenging, due to entangled logic
and information sparsity issues, where the speaker-
related information plays a critical role for relation
predictions (Yu et al., 2020).

4.2 Dialogue-based Relation Extraction

DiaRE aims to extract interlocutor-related informa-
tion in a dialogue. Previous work DialogRE (Yu
et al., 2020) presents some sequence-based mod-
els such as CNN, BiLSTM (Schuster and Paliwal,
1997) for DiaRE, and proposes a BERTs model
under the conversational setting as well. DHGAT
(Chen et al., 2020c) introduces a predefined aggre-
gation rule for DiaRE on graph attention networks
(GAT). MIE (Zhang et al., 2020c) leverages a deep
matching architecture to model doctor-patient di-
alogues. The above works rely on static rules for
information aggregation and may not be flexible in
handling the complex interactions among entities
in dialogues. The recently proposed model GDP-
Net (Xue et al., 2021) constructs a latent multi-view
graph to capture various potential relations among
tokens. There are also some works for semantic rep-
resentation for dialogue modeling based on AMR
structure (Bai et al., 2021). Unlike these previous
studies, we explicitly induce the speaker-oriented
latent structures to capture complex interactions
between speakers and contexts in conversations.

4.3 Latent Structure Induction

Latent structure models are powerful tools for com-
posing information from contexts and building
NLP pipelines (Martins et al., 2019). There are
several approaches for the latent structure learn-
ing, including reinforcement learning (Havrylov
et al., 2019), surrogate gradient (Corro and Titov,
2019a,b), and end-to-end differentiable methods
(Kim et al., 2017; Isonuma et al., 2019; Chen et al.,
2020a). SOLS falls into the third class that uses
continuous relaxation to enable the gradient back-
propagation, and is related to two recent works
that try to interpret neural networks via the differ-
entiable mask (De Cao et al., 2020; Schlichtkrull
et al., 2021). Unlike these previous methods, SOLS
learns the speaker-oriented latent structures with a
novel speaker-specific regularization.

5 Conclusion and Future Work

This paper introduces SOLS, a novel model that
aims to automatically induce the speaker-oriented
latent structures for dialogue-based relation extrac-
tion. The model involves specifically designed
modules based on the unique properties of such
a dialogue-based task, where two issues, namely
entangled logic and information sparsity issues
are alleviated in the complex information extrac-
tion process. Experiments on three public DiaRE
datasets show the effectiveness of our proposed
SOLS method. In the future, we would like to gen-
eralize our model to more information extraction
related tasks such as event detection and named en-
tity recognition under a conversational setting. We
are also interested in learning latent structures for
visual and language tasks, such as video question
answering (Xu et al., 2021a), visual dialogues (Fan
et al., 2020), video grounding (Nan et al., 2021a;
Liu et al., 2021; Zhang et al., 2021a,b), video rela-
tion detection (Li et al., 2021), and 3D captioning
(Chen et al., 2020b, 2021).
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